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Abstract

The article presents the results of analyzing and evaluating multiple-choice items based on Item Response
Theory (IRT) with two-parameter and three-parameter models through analysis results of data from R software
(package ltm). Data in this study are the results of answering 50 multiple-choice items of 590 students who
took the English 1 test organized at Dong Thap University in 2018. By evaluating each multiple-choice
item based on their difficulty, discrimination parameters and guessing parameter according to the models,
the study has identified good items to put into item bank, and point out items that are not really optimal,
thus should continue to be considered before being put into use. The review and analysis of multiple-choice
items based on both models help evaluate items more comprehensive and item selection more accurate. In
addition, the research results show that if the evaluation of the test is only based on the subjective opinions
of professional lecturers, not on the process of analyzing and evaluating based on IRT, the not good items
could be introduced into the test without being detected.

Keywords: /tem Response Theory, multiple- choice items, two-parameter model, three-parameter model.
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Tém tit

Bai viét trinh bay két qua 1 phan tich, danh gia dé thi trac nghiém khach quan diea trén 1y thuyet ung dap
cdu hot voi cac mo hinh 2 tham so va 3 tham so thong qua két qua phdn tich dit ligu tir phan mém R (goi ltm).
Dizr ligu duoc sir dyng trong nghién ciru nay la két qua tra 1oi 50 cdu hoi trdc nghiém khéch quan cua 590 sinh
vién doi voi dé ghi Tieng Anh 1 dwoc su dung tai Truong Dai hoc Pong Thap nam 2018. Edng vigc danh gia
ting cdu hoi trac nghiém khdch quan dya trén cdc tham so do kho, do phan biét va tham so doan mo theo cdac
mo hinh, nghién ciru da chi ra nhiing cau hoi 16t ¢6 dé dwa vao ngan hang cdu hoi, dong thoi chi ra nhitng cdu
hoi chua that sw 161 1w can phdi tiép tuc dwoc xem xét truede khi dwea vio sir dung. Viéc xem xét, phan tich cac
cau hoi trac nghiém khdch quan dwa trén ca hai mé hinh givip cho viéc danh gia cau hoi duwoc toan di¢n hon,
dong thoi viéc lwa chon cau hoi duwgc chinh xac hon. Ngoai ra, ket qua nghién ciu cho thdy néu viéc danh gia
de thi chi dya vao y kién chu quan ciia giang vién chuyén mon ma khong trai qua qua trinh phan tich, danh gia
dua trén ly thuyet ing dap cdu hoi co thé khong phat hién duoc nhitng cau hoi chua tot va dwa vao cac dé thi.

Tir khéa: Cdu hoi trac nghiém Iy thuyét immg déap cdu héi, khdch quan, mé hinh 2 tham s6, mé hinh 3 tham so.
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1. Introduction

Testing and assessment are important and
indispensable activities in the teaching process,
and it is a basis for adjusting teaching activities,
which contributes to improving the quality of
training. For assessment to be accurate, objective
and for the learner's ability to be comprehensively
evaluated, many universities are encouraging
lecturers to participate in building exam item
banks of many different types including multiple-
choice items. Construction of item banks requires
comprehensive expertise and evaluation of each
item must be done by professional experts,
and especially based on scientific theories of
measurement in education, namely Classical
Test Theory (CTT) and IRT. Although CTT
is considered a meaningful theory, laying the
foundation for the science of measurement in
education, this theory has limitations. The major
limitation of this theory is that separating test
characteristics independently of the examinee's
characteristics has not been done (Lam, 2011,
p.76). However, with the introduction and
strong development of IRT, the above limitations
have been gradually overcome. Currently, the
evaluation of multiple-choice item tests is often
done by researchers using IRT through data
statistics and analysis by specialized software.
In this article, we apply R software to analyze,
evaluate, and select multiple-choice items via
IRT with two-parameter and three-parameter
models. Using the /tm package, software R
will calculate the difficulty, discrimination, and
guessing parameters of each multiple-choice
item. On that basis, the test editor can choose
good items to put in item banks, and detect poor
items that need removing or considering for
before putting into use.

2. Literature Review

The science of educational measurement
and evaluation in Vietnam was formed late
and developed much slower than that in many
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countries in the world. However, this field has
also been an interesting research theme by
some educational managers, contributing to
the development of this science in Vietnam.
One of them is Duong Thieu Tong who had
a research work on Test and Measurement of
Learning Achievement in 1995. In his work, the
author systematized the concepts of learning
achievement measurement, principles of writing
multiple-choice items and initially presented the
analysis and evaluation of multiple-choice items
based on CTT, and introduced a brief approach to
IRT through the Rasch model. Additionally, there
are research works by Lam Quang Thiep such
as Test and Application in 2008, Measurement
in education Theory and application in 2011.
In these studies, the author systematized the
theoretical basis of IRT, and provided guidance
to the practice of analyzing multiple-choice
items according to IRT based on specialized
softwares. A typical event marking a new step in
the scientific field of educational measurement
and evaluation in Vietnam is the introduction
of VITESTA software with the function of
analyzing and evaluating multiple-choice
items (Lam et al, 2007). Using this software
has helped users analyze multiple-choice item
tests according to the IRT with one-parameter,
two-parameter, and three-parameter models.
Besides, the analysis results from VITESTA
software also help to introduce the parameters of
difficulty and discrimination of the items based
on CTT. Up to now, this is the only Vietnamese
software capable of performing these specialized
analytical functions.

Directly related to the field of quality
evaluation of multiple-choice items, in Vietnam
there have been some authors at universities who
take interest in such research topic. Most of the
researches apply CTT or IRT to analyzing and
evaluating multiple-choice items with different
methods. Specifically, using the PROX method
to calibrate the difficulty of multiple-choice
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items and examinees' ability (Nguyen & Nguyen,
20006), the application of the Gibbs sampling
method to estimating the difficulty of items in
the Rasch model (Le et al, 2017), the application
of IATA software to analyze, evaluate and
improve the quality of multiple-choice items
Bui & Bui, 2018; Pham & Bui, 2019; Nguyen
& Nguyen, 2020, the application of software
R (/tm package) with three-parameter model
to measure the difficulty and discrimination of
items on multiple-choice item test, and at the
same time survey the effect of the predictive level
of examinees when answering items with the
examinee ability's measurement and evaluation
(Doan et al, 2016). Besides, some authors have
used Quest/Conquest software to analyze and
evaluate multiple-choice items based on IRT
with one-parameter and two-parameter models
Nguyen, 2008; Bui, 2017; Nguyen & Nguyen,
2020. In addition, in recent times, there have been
some studies to analyze and evaluate multiple-
choice items through the combination of S-P
chart, gray relationship analysis, and ROC curve
(Nguyen, 2015), applying GSP chart and ROC
method in combination with assessment based
on IRT (Nguyen, 2017).

Most studies that apply IRT to the analysis
of multiple-choice test are only use one of
three models (one-parameter, two-parameter,
three-parameter). In this article, we will use
a combination of two-parameter and three-
parameter models at the same time to evaluate
multiple-choice test.

3. Theoretical basic and research
methodology

3.1. Item Response Theory

IRT is a theory of measurement science
in education, launched in the 1970s and has
been developed strongly to date. This theory
builds mathematical models to process data
based on the study of every interaction pair
between "examinee-item" when implementing
an objective test (Lam, 2011, p.82). How each

examinee respond to an item will depend
on their potentialities and the characteristics
of the item. IRT consists of three common
mathematical models corresponding to the
number of parameters used in the model.

The simplest model of IRT is one-parameter,
also known as the Rasch model, which is based
on the Rasch view as follows:

"A person having a greater ability than
another person should have the greater probability
of solving any item of the type in question and
similarly, one item being more difficult than
another means that for any person the probability
of solving the second item correctly is the greater
one" (Rasch, 1960, p.117)

In this model, to consider the relationship
between the examinee-the item, Rasch selects
the ability parameter for each examinee and
the difficulty parameter for each item. The
mathematical equation for the Rasch model is
given below:

1

PO) =—~
l+e ©-b)

(M

where: e is the constant 2.718, b is the
difficulty parameter of item, 6 is the ability level,
and P(0) is the probability of correct response of
examinee who has the ability level of .

The difficulty parameter, denoted by b, is
defined as the point on the ability scale at which
the probability of correct response to the item
is 0.5. This is a characteristic parameter for the
examinee's ability to answer items correctly, the
higher the difficulty of an item, the lower the
probability of answering the item correctly. The
theoretical range of the values of the b parameter
is -oo<b<+oo. However, typical values of the
parameter b is -3<h<3 (Baker, 2001, p.168).

The curve that represents the characteristic
function of the item is called the item characteristic
curve. For the one-parameter model, the item
characteristic curve looks like Figure 1.
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Figure 1. The item characteristic curve following
one-parameter model with b =0

The curve represents an examinee's
probability of giving the correct answer to that
item, based on the examinee's ability. The higher
the ability of the examinee is, the greater the
probability of correctly answering the item of
the examinee will become, and this probability
progresses to value 1 when the examinee's ability
reaches infinitely positive.

Based on the one-parameter model, with
each multiple-choice item in the test, in addition
to the parameter, Birnbaum (1968) proposed
extending more one parameter, the discrimination
parameter, to show the ability to examinee's
classification (Doan et al, 2016). This model is
called two-parameter model. The equation for the
two-parameter model is seen below:

1

l+e a(-b)

PO = 2)

where: e is the constant 2.718, b is the
difficulty parameter, a is the discrimination
parameter and 0 is the ability level.

The discrimination parameter of the item
shows the ability to classify examinees for taking
the test. The higher the discrimination of the item
is, the greater the difference in the probability
of getting the correct answer between the high
and low examinees will become. The theoretical
value range of the parameter a is -co<a<+o .
However, typical values are 0.5<a<2.0 (Baker,
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2001, p.168). Items that have the parameter a
too large or too small are often not significant in
measuring the examinees' ability.

For the two-parameter model, the item
characteristic curve looks like Figure 2.
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Figure 2. The item characteristic curve
following one-parameter model

Compared with the one-parameter model,
when the same parameter b value, the item
characteristic curve in the two-parameter model
has a greater slope when the parameter value a
> 1, and has a smaller slope when parameter a
value < 1. The steeper the characteristic curve of
the item is, the higher the discrimination of the
item will become.

In fact, in the process of doing tests, some
examinees may select items correctly only
by personal sheer guessing. Thus, Birnbaum
(1968) proposed adding a guessing parameter
ce(0,1) to the two-parameter model to form
three-parameter model (Doan et al, 2016). The
equation for the three-parameter model is given
below:

l1-c¢

l+e a(0~b)

PO) = 3)

where: e is the constant 2.718, b is the
difficulty parameter, a is the discrimination
parameter, c is the guessing parameter and 0 is
the ability level.

The parameter c is the probability of getting
the item correct of examinee by guessing. Thus,
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theoretical range of the ¢ parameter is (0,1), but
in practice, the parameter ¢ that should be used
is 0<c<0.35 (Baker, 2001, p.168).

The item characteristic curve according to
the three-parameter model looks like Figure 3
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Figure 3. The item characteristic curve following
three-parameter model

The item characteristic curve according
to the three-parameter model shows when the
examinee's ability parameter is very low and
progresses to extremely negative, the probability
of correctly answering this item does not progress
to 0, this probability value approaches the
guessing parameter value of that item.

Thus, the higher the guessing value of
the item is, the greater the correct answering
probability of the examinee to that item will
become. This factor will reduce accuracy when
assessing the examinee's ability because the
correct answer to items with high guess value is
due to random factors, not by being influenced
by the examinee's ability.

3.2. Introducing R software and using
Itm package

R software is one of the most popular
statistical softwares in the world. One of the
functions of this software is to analyze multiple-
choice item according to IRT. With the use of
package /tm, R software will analyze multiple-
choice items according to one-parameter, two-
parameter, and three-parameter models based
on the test taker's response data for the test
(Rizopoulos, 2006). To use the /tm package,

the user needs to install this package and some

support packages such as mirt, mvtnorm, msm

with the following command lines:
install.packages ("1tm")
install.packages ("mirt")

install.packages ("mvtnorm")

install.packages ("msm")
library (ltm)

In addition, the user should prepare the
examinee's test data, in which correct answers
will be encoded as 1, and incorrect answers will
be encoded as 0 (Table 1). R software can read
some of data formats, one of which is *.csv
format through read.csv() command with the
following structure:

Data=read.csv ("D:/Data.csv",
header=T)

The data analysis of each model depends on the
command lines used, as follows:
For the one-parameter model (Rasch model):

ModellPL <- rasch(Data, IRT.
param=T)

coef (ModellPL, prob =
= T)

For the two-parameter model:

Model2PL=1tm(Data~z1l, IRT.
param=T)

Summary (Model2PL)

coef (Model2PL)

For the three-parameter model:
Model3PL =
type="latent.trait",

Summary (Model3PL)

coef (Model3PL)

Where, the command line coef () will
help display the parameters of multiple-choice
items according to the corresponding model.
Specifically, the difficulty parameter for the
Rasch model; difficulty and discrimination
parameters for two-parameter model; difficulty,
discrimination and guessing parameters for three-
parameter model.

T, order

tpm(Data,
IRT.param=T)
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3.3. Research data

Data used in this study are the responses
by 590 students on English 1 test in Dong
Thap University in 2018. The test consists of

50 multiple-choice items; each item has 04
answer options, including 01 correct option and
03 interfering options. A part of the students'
answers to the test is shown in Table 1.

Table 1. Extract a part of the data

ID Item1 Item2 Item3 Item4 Item 47 Item 48 Item 49 Item 50
1 1 0 1 1 1 1 0 1
2 0 1 1 0 1 1 0 0
3 1 0 1 0 1 0 0 1
4 0 0 1 0 1 1 0 0
5 0 0 1 0 1 1 0 1
6 0 0 0 0 1 1 0 0
7 0 0 1 0 1 1 0 0
8 0 0 0 1 1 1 1 1
9 0 0 0 1 1 0 1 0
10 1 1 1 0 1 1 0 0
11 0 1 1 1 1 1 0 1
581 0 0 0 1 1 1 1 0
582 0 1 1 0 1 1 1 0
583 1 1 1 1 1 1 1 1
584 0 1 1 1 1 1 0 1
585 0 0 1 0 1 1 1 0
586 0 1 1 1 1 1 1 0
587 1 0 1 0 1 1 0 0
588 0 1 1 0 0 1 0 0
589 0 0 1 1 1 1 1 1
590 0 1 1 1 1 1 1 1

The results of each student's response to
each item are coded into the values 0 and 1. Of
which, value 1 represents the correct response,
and value 0 represents the incorrect response for
each item. This data format is also required for
statistical analysis with R software.

3.4. The reliability of the data

Before using R software, we have conducted
to assess the reliability of the data through
Cronbach Alpha coefficients. The result of
calculating Cronbach Alpha value is 0.796, which
shows that the data have a high level of reliability,
suitable for conducting further analysis and
evaluation.

22

4. Research results and discussions

To perform analysis, evaluation, and
selection of multiple-choice items, we will use
the calculation results of the difficulty parameters
a, discrimination b, and the guessing parameter
c of the items according to two-parameter and
three-parameter models based on IRT from R
software. Specifically, the two-parameter model
is used first to evaluate the items based on the
difficulty and discrimination parameters. Next, the
three-parameter model is used to evaluate items
with guessing parameter ¢ next to difficulty and
discrimination parameters. In reality, doing the
test, many examinees cannot determine the correct
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answer to some items but they can give correct
responses to these items due to random factors,
not entirely due to the examinee's true ability.

Analysis results of multiple-choice items
according to the two-parameter model using R
software (/tm package) are shown in Table 2.

Table 2. Data analysis results according to the two-parameter model

Parameters Parameters Parameters
Item Item Item
a b a b a b

1 0.52 0.53 18 0.33 0.08 35 -0.03 -32.84
2 0.66 -0.19 19 0.93 0.46 36 0.83 -0.46
3 1.28 -1.93 20 0.34 0.59 37 0.55 2.27
4 0.81 -0.62 21 1.40 -0.26 38 0.45 2.19
5 0.47 0.05 22 0.79 0.19 39 0.23 -0.09
6 0.82 0.40 23 0.69 1.22 40 0.85 0.44
7 1.00 -0.33 24 0.46 0.30 41 0.29 1.72
8 1.74 -0.97 25 0.50 2.55 42 0.59 0.94
9 1.32 0.38 26 0.77 -0.63 43 -0.03 -51.50
10 -0.46 -1.95 27 1.006 -1.006 44 0.61 0.77
11 0.98 -0.76 28 0.17 5.15 45 0.40 2.97
12 1.17 0.58 29 1.31 -0.26 46 1.04 0.87
13 0.63 -1.28 30 0.17 0.62 47 0.94 -2.22
14 0.07 10.05 31 0.94 1.31 48 0.31 -7.56
15 0.87 -0.40 32 1.08 -1.13 49 0.24 3.96
16 0.82 -1.91 33 1.24 -0.97 50 0.90 0.88
17 0.35 3.41 34 1.05 -0.50

The calculation of the value of the difficulty
and discrimination parameters of multiple-choice
items according to IRT can reach values from -ooto
+o0. However, the items that consist of very low or
very high parameter values often have no meaning
to provide information to measure and evaluate the
examinee's performance. Therefore, in order for
evaluating and selecting appropriate items to be
grounded, we use commonly-used ranges of values
for the parameters of multiple-choice items as
proposed by Baker (2001). Specifically, the values

of the difficulty parameter b and the discrimination
parameter a often meet -3.0<h<3.0 and 0.0<a<2.0.
Thus, an item has good quality when both the
difficulty parameter and discrimination parameter
are in the proposed range as above. Conversely, an
item is not qualified when it contains at least one of
the two parameters that their values are outside the
recommended range. With the above evaluation,
this test contains some suboptimal items that need
to be reviewed before they are put into item bank.
These items are shown in Table 3

Table 3. The items are not good when considering the two-parameter model

Parameters Parameters Parameters
Item Item Item

a b a b a b
5 0.47 0.05 24 0.46 0.30 41 0.29 1.72
10 -0.46 -1.95 28 0.17 5.15 43 -0.03 -51.50
14 0.07 10.05 30 0.17 0.62 45 0.40 2.97
17 0.35 3.41 35 -0.03 -32.84 48 0.31 -7.56
18 0.33 0.08 38 0.45 2.19 49 0.24 3.96
20 0.34 0.59 39 0.23 -0.09
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The analysis of multiple-choice items
according to the two-parameter model shows
that there are 17 unsatisfactory items in this test
that need to be considered. Specifically, 10 items
(5,10, 18, 20, 24, 30, 38, 39, 41, 45) contain one
unsatisfactory parameter and 7 items (14, 17,
28, 35, 43, 48, 49) contain both unsatisfactory
parameters. In fact, the results of answering

each multiple-choice item of examinees are also
influenced by guessing factor because examinees
choose the answers randomly. Therefore, to
ensure the evaluation of items to be more
comprehensive, we continue to analyze each item
according to the three-parameter model of IRT.

Analysis results of items according to the
three-parameter model using R software (/tm

package) are shown in Table 4.

Table 4. Data analysis results according to the three-parameter model

Parameter Parameter
Item Item
a b c a b c
1 1.54 1.53 0.33 26 1.65 0.61 0.39
2 0.71 -0.12 0.00 27 1.56 -0.12 0.37
3 1.22 -2.00 0.00 28 0.52 4.39 0.21
4 0.79 -0.54 0.02 29 1.97 0.26 0.21
5 0.73 1.21 0.26 30 0.29 3.76 0.29
6 1.28 0.97 0.19 31 2.62 1.40 0.15
7 4.62 0.80 0.42 32 3.51 0.32 0.54
8 2.13 -0.50 0.27 33 1.83 -0.14 0.36
9 2.62 0.76 0.17 34 2.63 0.54 0.39
10 -0.41 -2.17 0.00 35 -1.08 -3.03 0.23
11 1.31 -0.02 0.28 36 3.82 0.89 0.46
12 2.72 0.94 0.18 37 1.30 2.08 0.14
13 0.82 -0.17 0.31 38 1.28 2.22 0.20
14 1.55 2.71 0.31 39 2.17 1.95 0.47
15 0.94 -0.13 0.08 40 1.56 0.99 0.21
16 5.09 0.64 0.72 41 2.89 2.03 0.35
17 1.46 2.45 0.19 42 0.66 1.10 0.04
18 0.36 0.14 0.01 43 -0.04 48.58 0.04
19 1.00 0.50 0.00 44 1.18 1.30 0.21
20 0.37 0.70 0.02 45 1.94 2.17 0.19
21 1.35 -0.19 0.00 46 1.52 1.08 0.10
22 2.60 1.00 0.32 47 2.00 0.12 0.73
23 1.40 1.52 0.17 48 0.26 -8.45 0.07
24 0.57 0.78 0.11 49 0.60 3.67 0.19
25 1.18 2.23 0.14 50 2.16 1.20 0.18

Analyzing multiple-choice items according
to the three-parameter model, users can evaluate
guessing parameter ¢ (0<c<1) of each item.
According to Baker (2001), the value of guessing
parameter c is not greater than 0.35. Thus, when
evaluating the item according to the three-
parameter model, an item is good when all three
parameters a, b, ¢ are in the ranges -3<H<3,

24

0.5<a<2, and 0<¢<0.35. Besides, an item that
is not good needs to be further considered for
correction when it contains at least one parameter
outside of the above ranges. By identifying the
way of evaluating the item according to the three-
parameter model, this test of 26 bad items needs

further consideration. These items are shown in
Table 5.
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Table 5. The items are not good when considering the three-parameter model

Parameter Parameter
Item Item
a b c a b c

7 4.62 0.80 0.42 31 2.62 1.40 0.15
8 2.13 -0.50 0.27 32 3.51 0.32 0.54
9 2.62 0.76 0.17 33 1.83 -0.14 0.36
10 -0.41 -2.17 0.00 34 2.63 0.54 0.39
12 2.72 0.94 0.18 35 -1.08 -3.03 0.23
16 5.09 0.64 0.72 36 3.82 0.89 0.46
18 0.36 0.14 0.01 39 2.17 1.95 0.47
20 0.37 0.70 0.02 41 2.89 2.03 0.35
22 2.60 1.00 0.32 43 -0.04 48.58 0.04
26 1.65 0.61 0.39 47 2.00 0.12 0.73
27 1.56 -0.12 0.37 48 0.26 -8.45 0.07
28 0.52 4.39 0.21 49 0.60 3.67 0.19
30 0.29 3.76 0.29 50 2.16 1.20 0.18

The statistical results in Table 5 show that
10 items contain two unsatisfactory parameters,
such as item 7 (a = 4.62, ¢ = 0.42), item 16 (a
=5.09, ¢ =0.72), item 30 (a = 0.29, b = 3.76),
item 32 (a = 3.51, ¢ = 0.54), item 34 (a = 2.63,
¢ =10.39), item 35 (a =-1.08, b =-3.03), item 36
(a=3.82,c=0.46),item 39 (a=2.17,c=0.47),
item 43 (a =-0.04 , b =48.58), and item 48 (a =
0.26, b =-8.45). Besides, the remaining 16 items
all contain one unsatisfactory parameter.

Thus, the results of analyzing the items
according to the two-parameter model and the
three-parameter model resulted in different
evaluation results. Specifically, using the three-
parameter model was shown 26 bad items
compared to 17 bad items that considered under
the two-parameter model because using the
three-parameter model with a guessing parameter
has influenced the difficulty and discrimination
parameters of each item. The evaluation results
for each model are shown in Table 6.

Table 6. Evaluation results of the test according to two-parameter model
and three-parameter model

Evaluation result

Evaluation result

Items Two-parameter Three-parameter Items Two-parameter ~ Three-parameter
model model model model
1 Good Not Good 26 Good Not Good
2 Good Good 27 Good Not Good
3 Good Good 28 Not Good Not Good
4 Good Good 29 Good Good
5 Not Good Good 30 Not Good Not Good
6 Good Good 31 Good Not Good
7 Good Not Good 32 Good N Not Good
8 Good Not Good 33 Good Not Good
9 Good Not Good 34 Good Not Good
10 Not Good Not Good 35 Not Good Not Good
11 Good Good 36 Good Not Good
12 Good Not Good 37 Good Good
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Evaluation result

Evaluation result

Items Two-parameter Three-parameter Items Two-parameter ~ Three-parameter
model model model model
13 Good Good 38 Not Good Good
14 Not Good Good 39 Not Good Not Good
15 Good Good 40 Good Good
16 Good Not Good 41 Not Good Not Good
17 Not Good Good 42 Good Good
18 Not Good Not Good 43 Not Good Not Good
19 Good Good 44 Good Good
20 Not Good Not Good 45 Not Good Good
21 Good Good 46 Good Good
22 Good Not Good 47 Good Not Good
23 Good Good 48 Not Good Not Good
24 Not Good Good 49 Not Good Not Good
25 Good Good 50 Good Not Good

The statistical results in Table 6 show that
some items are good when they are evaluated
according to the two-parameter model, but
they are not good when considered according
to the three-parameter model, and vice versa.

Besides, using the ltm package, the software
R also shows the compatibility between the
two-parameter and three-parameter models for
the analyzed data. These statistical results are
shown in Table 7.

Table 7. Suitability between models with data

Likelihood Ratio Table

AIC BIC log.Lik LRT daf p.value
Model2PL, 34782.95 35220.97 -17291.48
Model3PL 34716.60 35373.61 -17208.30 166.36 50 <0.001

Based on the model selection theory, the
better model is the one with smaller AIC, BIC, and
log.Lik indicators simultaneously (Rizopoulos,
2006). However, the statistical results in Table
7 for AIC, BIC, and log.Lik values in the two-
parameter model is not simultaneously smaller
or larger than these values in the three-parameter
model. Therefore, it is not possible to evaluate a
better fit for the data between the two-parameter
model and the three-parameter model. It shows
that each model has its advantages in evaluating
multiple-choice items. Thus, to evaluate the items
more comprehensively, helping to choose the
optimal items, we propose the selection of well-
evaluated items according to both two-parameter
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mode and three-parameter model. By choosing
the items as above, 17 satisfactory items in the
test, such as item 2, item 3, item 4, item 6,
item 11, item 13, item 15, item 19, item 21,
item 23, item 25, item 29, item 37, item 40,
item 42, item 44, and item 46 could meet the
testing requirements, so they can be put into item
banks. In addition, the remaining items need to
be reviewed before being put to use.

The researcher have continued to survey
15 English majored lecturers (in Dong Thap
University) for their comments on the test as a
reference for comparing the results of analysis,
which is based on IRT, on the students’ responses
to the test of English one.
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The evaluation of each item on the test is
done by the lecturers’ remarks on the item’s level
of difficulty (very easy, easy, medium, difficult and
very difficult) and the degree of discrimination
(very poor, poor, average, good and very good).

Accordingly, the lecturers will make the final
conclusion of not good - need further amendment
or good - can be put into use for each item. The
results of a detailed evaluation by the lecturers on
the test items are shown in Table 8.

Table 8. Results of lecturers’ comments on the test items

Number of valuation Number

Not good Good of item Items
0 15 14 9,15, 18, 19, 20, 24, 27, 29, 30, 31, 32, 34, 47, 49
1 14 14 2,7,11, 14, 16, 17, 21, 33, 38, 40, 44, 46, 48, 50
2 13 10 4,5,10,12, 25, 26, 35, 37, 39, 42
3 12 5 6,23,41,43,45
4 11 3 1,8, 22
5 10 1 36
6 9 2 13,28
7 8 1 3

The evaluation results show that among
the test items, 14 items received 15/15 good
reviews from the lecturers, including items 9,
15, 18, 19, 20, 24, 27, 29, 30, 31, 32, 34, 47, 49.
The remaining 36 items all received not good
feedback from the lecturers. Specifically, the
number of not good responses from the lecturers
to the above items accounted for from 1 to 7
times out of 15 lecturers, from 6.3% to 46.7%
respectively. In addition, the statistical results in
Table 8 showed that among 33 not good items,
when analyzed and evaluated by the IRT models
(Table 6), 22 items were rated as not good with
the number of responses from 1 to 6 times out of
15 lecturers, including the items 1,5, 7, 8, 10,
12, 14, 16, 17, 22, 26, 28, 33, 35, 36, 38, 39, 41,
43, 45, 48, 50. However, among the items rated
not good based on the IRT (Table 6), 11 items
that did not receive a not good rating from the
lecturers, namely items 9, 18, 20, 24, 27, 30, 31,
32, 34, 47, 49. Furthermore, among 17 items
rated as good by the IRT, 14 items received a not
good rating, specifically the item 1, 2, 3, 6 and 7
votes respectively by 15 lecturers. Thus, only 3
items rated good by IRT did not receive not good
rating from the lecturers (items 15, 19 and 29).

This shows that it is possible that the not

good items could be introduced into the test
without being detected if the evaluation of the test

items is merely based on the subjective evaluation
by professional lecturers, not on the process of
analyzing and evaluating test takers' results
based on IRT statistics models. At that time, the
assessment results of the students’ ability will not
be totally objective and accurate. Therefore, in
order for the test items to be able to accurately
evaluated and the good items to be chosen, it is
necessary to conduct the process of analyzing
and evaluating test items based on the statistical
models of the IRT through specialized software
in addition to the reference of the professional
lecturers’ comments. This combination will help
to comprehensively evaluate the items before
introducing them into the item banks and using in
the tests. This will enable the assessment results
to be more objective, and the assessment of the
students’ capacity to be more accurate.

5. Conclusion

Analyzing and evaluating multiple-choice
items based on difficulty, discrimination, and
guessing parameters according to the two-
parameter and three-parameter models of IRT have
shown good items and not good items. Of which,
the good items can put into the item bank to use
in the assessment of learning results, the not good
items need to be further considered before being
put into use. This shows that evaluating each item
by experts and especially quantitative analysis
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based on specialized software will be of essential
necessity. The analysis will help the test editor
determine the parameters of each multiple-choice
item. On that basis, the teachers can actively
choose appropriate items to put in the tests and
this helps assess learners' ability accurately. In
particular, teachers can design equivalent tests
to use in different exams based on the estimated
parameters of each item. This helps teachers attain
fair and objective assessment, contributing to
achieving the goals of teaching activities./.
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